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Introduction
Welcome to AWS Certified SysOps Administrator – Associate (SOA-C02) Exam 
Cram. This book will help you get ready to take and pass the AWS Certified 
SysOps Administrator – Associate (SOA-C02) exam.

This book is designed to remind you of everything you need to know to pass 
the SOA-C02 certification exam. Each chapter includes a number of practice 
questions that should give you a reasonably accurate assessment of your knowl-
edge, and, yes, we’ve provided the answers and their explanations for these 
questions. Read this book, understand the material, and you’ll stand a very good 
chance of passing the real test.

Exam Cram books help you understand and appreciate the subjects and materi-
als you need to know to pass AWS certification exams. Exam Cram books are 
aimed strictly at test preparation and review. They do not teach you everything 
you need to know about a subject. Instead, the authors streamline and highlight 
the pertinent information by presenting and dissecting the questions and  
problems they’ve discovered that you’re likely to encounter on an AWS  
certification exam.

Let’s begin by looking at preparation for the exam.

How to Prepare for the Exam
This text follows the official exam objectives closely to help ensure your suc-
cess. The AWS Certified SysOps Administrator – Associate exam covers 6 
domains and 14 objectives, and this book is aligned with those domains and 
objectives. These official objectives from AWS can be found here:

https://d1.awsstatic.com/training-and-certification/docs-sysops-associate/
AWS-Certified-SysOps-Administrator-Associate_Exam-Guide.pdf

As you examine the numerous exam topics now covered in the exam, resist the 
urge to panic! This book will provide you with the knowledge (and confidence) 
that you need to succeed. You just need to make sure you read it and follow 
the guidance it provides throughout your SysOps Administrator – Associate 
journey.
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xix

Introduction

Practice Tests
This book is filled with practice exam questions to get you ready!

 ▶ CramSaver questions at the beginning of each major topic in each 
chapter: These difficult, open-ended questions ensure you really know 
the material. Some readers use these questions to “test out” of a particular 
topic.

 ▶ CramQuizzes at the end of each chapter: These quizzes provide 
another chance to demonstrate your knowledge after completing a 
chapter.

In addition, the book comes with two full practice tests in the Pearson Test 
Prep software available to you either online or as an offline Windows appli-
cation. To access the practice exams, please see the instructions in the card 
inserted in the sleeve in the back of the book. This card includes a unique 
access code that enables you to activate your exams in the Pearson Test 
Prep software.

If you are interested in more practice exams than are provided with this book, 
Pearson IT Certification publishes a Premium Edition eBook and Practice Test 
product. In addition to providing you with three eBook files (EPUB, PDF, and 
Kindle), this product provides you with two additional exams’ worth of ques-
tions. The Premium Edition version also offers you a link to the specific sec-
tion in the book that presents an overview of the topic covered in the question, 
allowing you to easily refresh your knowledge. The insert card in the back of 
the book includes a special offer for an 80 percent discount off this Premium 
Edition eBook and Practice Test product, which is an incredible deal.

Taking a Certification Exam
After you prepare for your exam, you need to register with a testing cen-
ter. At the time of this writing, the cost to take the AWS Certified SysOps 
Administrator – Associate exam is $150 USD for individuals. The test is 
administered by Pearson VUE testing centers with locations globally or as an 
online proctored exam.

You will have 180 minutes to complete the exam. The exam consists of a maxi-
mum of 65 questions. If you have prepared, you should find that this is plenty 
of time to properly pace yourself and review the exam before submission.
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Arriving at the Exam Location
As with any examination, arrive at the testing center early (at least 15 minutes).  
Be prepared! You need to bring two forms of identification (one with a pic-
ture). The testing center staff requires proof that you are who you say you are 
and that someone else is not taking the test for you. Arrive early, because if 
you are late, you will be barred from entry and will not receive a refund for the 
cost of the exam. 

You’ll be spending a lot of time in the exam room. Plan on using the full 180 minutes 
allotted for your exam and surveys. Policies differ from location to location regarding 
bathroom breaks. Check with the testing center before beginning the exam.

ExamAlert

In the Testing Center
You will not be allowed to take into the examination room study materials or 
anything else that could raise suspicion that you’re cheating. This includes 
practice test material, books, exam prep guides, or other test aids. The Testing 
Center will provide you with scratch paper and a pen or pencil. These days, 
this often comes in the form of an erasable whiteboard.

Examination results are available after the exam. After submitting the exam, 
you will be notified whether you have passed or failed. The test administrator 
will also provide you with a printout of your results.

About This Book
The ideal reader for an Exam Cram book is someone seeking certification. 
However, it should be noted that an Exam Cram book is a very easily readable, 
rapid presentation of facts. Therefore, an Exam Cram book is also extremely 
useful as a quick reference manual.

The book can be read cover to cover, or you may jump across chapters as needed. 
Because the book chapters align with the exam objectives, some chapters may 
have slight overlap on topics. Where required, references to the other chapters are 
provided for you. If you need to brush up on a topic, you can use the index, table 
of contents, or Table I.1 to find the topics and go to the questions that you need 
to study. Beyond helping you prepare for the test, we think you’ll find this book 
useful as a tightly focused reference on some of the most important aspects of the 
AWS Certified SysOps Administrator – Associate (SOA-C02) certification.
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This book includes other helpful elements in addition to the actual logical, 
step-by-step learning progression of the chapters themselves. Exam Cram books 
use elements such as ExamAlerts, tips, notes, and practice questions to make 
information easier to read and absorb. This text also includes a very helpful 
glossary to assist you. 

Reading this book from start to finish is not necessary; this book is set up so that 
you can quickly jump back and forth to find sections you need to study.

Note

Use the CramSheet to remember last-minute facts immediately before the exam. 
Use the practice questions to test your knowledge. You can always brush up on spe-
cific topics in detail by referring to the table of contents and the index. Even after 
you achieve certification, you can use this book as a rapid-access reference manual.

Exam Objectives
Table I.1 lists the skills the AWS Certified SysOps Administrator – Associate 
(SOA-C02) exam measures and the chapter in which the objective is discussed.

TABLE I.1

Exam Domain Objective Chapter in Book 
That Covers It

1.0 Monitoring, Log-
ging, and Remediation

1.1 Implement metrics, alarms, and filters 
by using AWS monitoring and logging 
services

Chapters 1, 2, 3

1.0 Monitoring, Log-
ging, and Remediation

1.2 Remediate issues based on 
monitoring and availability metrics

Chapters 1, 2, 3

2.0 Reliability and 
Business Continuity

2.1 Implement scalability and elasticity Chapters 1, 4, 5, 6

2.0 Reliability and 
Business Continuity

2.2 Implement high availability and 
resilient environments

Chapters 1, 4, 5, 6

2.0 Reliability and 
Business Continuity

2.3 Implement backup and restore 
strategies

Chapters 1, 4, 5, 6

3.0 Deployment, 
Provisioning, and 
Automation

3.1 Provision and maintain cloud 
resources

Chapters 1, 4, 7, 8

3.0 Deployment, 
Provisioning, and 
Automation

3.2 Automate manual or repeatable 
processes

Chapters 1, 4

xxi
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Exam Domain Objective Chapter in Book 
That Covers It

4.0 Security and 
Compliance

4.1 Implement and manage security and 
compliance policies

Chapters 1, 2, 3, 
6, 9

4.0 Security and 
Compliance

4.2 Implement data and infrastructure 
protection strategies

Chapters 1, 2, 3, 
6, 10

5.0 Networking and 
Content Delivery

5.1 Implement networking features and 
connectivity

Chapters 1, 4, 
5, 11 

5.0 Networking and 
Content Delivery

5.2 Configure domains, DNS services, 
and content delivery

Chapters 1, 4, 
5, 12 

5.0 Networking and 
Content Delivery

5.3 Troubleshoot network connectivity 
issues 

Chapters 1, 4, 
5, 13 

6.0 Cost and Perfor-
mance Optimization

6.1 Implement cost optimization 
strategies

Chapters 1, 14

6.0 Cost and Perfor-
mance Optimization

6.2 Implement performance optimization 
strategies

Chapter 15

The Chapter Elements
Each Exam Cram book has chapters that follow a predefined structure. This 
structure makes Exam Cram books easy to read and provides a familiar format 
for all Exam Cram books. The following elements typically are used:

 ▶ Chapter topics

 ▶ CramSavers

 ▶ CramQuizzes

 ▶ ExamAlerts

 ▶ Notes

 ▶ Available exam preparation software practice questions and answers 

Bulleted lists, numbered lists, tables, and graphics are also used where appropriate. 
A picture can paint a thousand words sometimes, and tables can help to associate 
different elements with each other visually.

Note

Now let’s look at each of the elements in detail.

 ▶ Chapter topics—Each chapter contains details of all subject matter listed 
in the table of contents for that particular chapter. The objective of an 
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Exam Cram book is to cover all the important facts without giving too 
much detail; it is an exam cram.

 ▶ CramSavers—Each chapter kicks off with a short-answer quiz to help 
you assess your knowledge of the chapter topic. This chapter element 
is designed to help you determine whether you need to read the whole 
chapter in detail or merely skim the material and skip ahead to the 
CramQuiz at the end of the chapter.

 ▶ CramQuizzes—Each chapter concludes with a multiple-choice quiz to 
help ensure that you have gained familiarity with the chapter content.

 ▶ ExamAlerts—ExamAlerts address exam-specific, exam-related infor-
mation. An ExamAlert addresses content that is particularly important, 
tricky, or likely to appear on the exam. An ExamAlert looks like this: 

Make sure you remember the different ways in which you can access a router 
remotely. Know which methods are secure and which are not.

ExamAlert

 ▶ Notes—Notes typically contain useful information that is not directly 
related to the current topic under consideration. To avoid breaking up the 
flow of the text, they are set off from the regular text. 

This is a note. You have already seen several notes.

Note

Other Book Elements
Most of this Exam Cram book on SysOps Administrator - Associate follows 
the consistent chapter structure already described. However, various important 
elements are not part of the standard chapter format. These elements apply to 
the book as a whole.

 ▶ Glossary—The glossary contains a listing of important terms used in this 
book with explanations.

 ▶ CramSheet—The CramSheet is a quick-reference, tear-out cardboard 
sheet of important facts useful for last-minute preparation. CramSheets 
often include a simple summary of the facts that are most difficult to 
remember.

xxiii
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 ▶ Companion website—The companion website for your book allows you 
to access several digital assets that come with your book, including

 ▶  Pearson Test Prep software (both online and Windows desktop 
versions)

 ▶  Key Terms Flash Cards application

 ▶  A PDF version of the CramSheet

To access the book’s companion website, simply follow these steps:

 1. Register your book by going to: PearsonITCertification.com/ register 
and entering the ISBN: 9780137509584.

 2. Respond to the challenge questions.

 3. Go to your account page and select the Registered Products tab.

 4. Click the Access Bonus Content link under the product listing.

Pearson Test Prep Practice Test 
Software
As noted previously, this book comes complete with the Pearson Test Prep prac-
tice test software containing two full exams. These practice tests are available to 
you either online or as an offline Windows application. To access the practice 
exams that were developed with this book, please see the instructions in the card 
inserted in the sleeve in the back of the book. This card includes a unique access 
code that enables you to activate your exams in the Pearson Test Prep software.

Accessing the Pearson Test Prep 
Software Online
The online version of this software can be used on any device with a browser 
and connectivity to the Internet, including desktop machines, tablets, and smart-
phones. To start using your practice exams online, simply follow these steps:

 1. Go to http://www.PearsonTestPrep.com.

 2. Select Pearson IT Certification as your product group.

 3. Enter your email/password for your account. If you don’t have an account 
on PearsonITCertification.com or CiscoPress.com, you will need to 
establish one by going to PearsonITCertification.com/join.
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 4. In the My Products tab, click the Activate New Product button.

 5. Enter the access code printed on the insert card in the back of your book 
to activate your product.

 6. The product will now be listed in your My Products page. Click the 
Exams button to launch the exam settings screen and start your exam.

Accessing the Pearson Test Prep 
Software Offline
If you wish to study offline, you can download and install the Windows ver-
sion of the Pearson Test Prep software. There is a download link for this soft-
ware on the book’s companion website, or you can just enter this link in your 
browser:

http://www.pearsonitcertification.com/content/downloads/pcpt/engine.zip

To access the book’s companion website and the software, simply follow these 
steps:

 1. Register your book by going to PearsonITCertification.com/register and 
entering the ISBN: 9780137509584.

 2. Respond to the challenge questions.

 3. Go to your account page and select the Registered Products tab.

 4. Click the Access Bonus Content link under the product listing.

 5. Click the Install Pearson Test Prep Desktop Version link under the 
Practice Exams section of the page to download the software.

 6. After the software finishes downloading, unzip all the files on 
your computer.

 7. Double-click the application file to start the installation, and follow the 
on-screen instructions to complete the registration.

 8. When the installation is complete, launch the application and select the 
Activate Exam button on the My Products tab.

 9. Click the Activate a Product button in the Activate Product Wizard.

 10. Enter the unique access code found on the card in the sleeve in the back 
of your book and click the Activate button.

 11. Click Next and then the Finish button to download the exam data to 
your application.

xxv
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 12. You can now start using the practice exams by selecting the product and 
clicking the Open Exam button to open the exam settings screen.

Note that the offline and online versions will synch together, so saved exams 
and grade results recorded on one version will be available to you on the other 
as well.

Customizing Your Exams
Once you are in the exam settings screen, you can choose to take exams in one 
of three modes:

 ▶ Study Mode

 ▶ Practice Exam Mode

 ▶ Flash Card Mode

Study Mode allows you to fully customize your exams and review answers as you 
are taking the exam. This is typically the mode you would use first to assess your 
knowledge and identify information gaps. Practice Exam Mode locks certain 
customization options because it is presenting a realistic exam experience. Use 
this mode when you are preparing to test your exam readiness. Flash Card Mode 
strips out the answers and presents you with only the question stem. This mode 
is great for late stage preparation when you really want to challenge yourself 
to provide answers without the benefit of seeing multiple-choice options. This 
mode will not provide the detailed score reports that the other two modes will, 
so it should not be used if you are trying to identify knowledge gaps.

In addition to these three modes, you will be able to select the source of your 
questions. You can choose to take exams that cover all of the chapters, or you 
can narrow your selection to just a single chapter or the chapters that make up 
specific parts in the book. All chapters are selected by default. If you want to 
narrow your focus to individual chapters, simply deselect all the chapters and 
then select only those on which you wish to focus in the Objectives area.

You can also select the exam banks on which to focus.

There are several other customizations you can make to your exam from the 
exam settings screen, such as the time of the exam, the number of questions 
served up, whether to randomize questions and answers, whether to show the 
number of correct answers for multiple-choice questions, or whether to serve 
up only specific types of questions. You can also create custom test banks by 
selecting only questions that you have marked or questions on which you have 
added notes.
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Updating Your Exams
If you are using the online version of the Pearson Test Prep software, you 
should always have access to the latest version of the software as well as the 
exam data. If you are using the Windows desktop version, every time you 
launch the software, it will check to see if there are any updates to your exam 
data and automatically download any changes that were made since the last 
time you used the software. This requires that you are connected to the 
Internet at the time you launch the software.

Sometimes, due to many factors, the exam data may not fully download when 
you activate your exam. If you find that figures or exhibits are missing, you may 
need to manually update your exams.

To update a particular exam you have already activated and downloaded, simply 
select the Tools tab and select the Update Products button. Again, this is an 
issue only with the desktop Windows application.

If you wish to check for updates to the Pearson Test Prep exam engine 
software, Windows desktop version, simply select the Tools tab and select the 
Update Application button. This will ensure you are running the latest version 
of the software engine.

Contacting the Authors
Hopefully, this book provides you with the tools you need to pass the AWS 
SysOps Administrator - Associate exam. Feedback is appreciated. You can 
follow and contact the authors on LinkedIn:

Marko Sluga:

https://www.linkedin.com/in/markosluga/

Rick Crisci:

https://www.linkedin.com/in/rickcrisci/

William “Bo” Rothwell:

https://www.linkedin.com/in/bo-rothwell/
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CHAPTER 4

Implementing 
Scalability and 
Elasticity
 

This chapter covers the following official AWS 
Certified SysOps Administrator - Associate (SOA-C02) 
exam domains:

 ▶ Domain 2: Reliability and Business Continuity

 ▶ Domain 3: Deployment, Provisioning, and Automation

 ▶ Domain 5: Networking and Content Delivery

(For more information on the official AWS Certified SysOps Administrator -  
Associate [SOA-C02] exam topics, see the Introduction.)

Ensuring your application’s infrastructure is scalable and elastic delivers a 
double benefit for the application. First, by adding more resources dynamically 
when required, you can adapt to any amount of traffic to ensure you do not 
leave any request unanswered. Second, by removing resources, you ensure 
the application is cost-effective when little or no requests are being received. 
However, designing a scalable/elastic application is not always an easy task.

In this chapter, we examine scaling, request offloading, and loose coupling as 
strategies that can enable an application to meet demand while maintaining 
cost-effectiveness. Ensuring your application is scalable and elastic also builds 
a good underlying foundation to achieve high availability and resilience, which 
we discuss in Chapter 5, “High Availability and Resilience.”
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If you can correctly answer these questions before going through this section, 
save time by skimming the Exam Alerts in this section and then completing the 
Cram Quiz at the end of the section.

 1. You are operating a forum application that consists of three layers: a web 
front end on EC2, an application on EC2, and a database layer RDS. The 
web front end delivers the static forum content and formatting, the applica-
tion layer stores the session information for each user, and the database 
layer stores all the user preferences. Assess the scalability of this deploy-
ment, identify any issues, and propose a solution.

 2. You have been tasked with troubleshooting an image-processing platform. 
The application resides on a single-layer ECS container deployment that 
accepts requests for image processing from an incoming S3 bucket and 
deposits the processed image in an output S3 bucket. Lately, a spike in 
usage has caused the ECS application to reach its maximum scale. Users 
using the paid platform have reported that bulk image uploads complete 
successfully to S3, but some images are never processed. As a result, users 
are left searching for unprocessed images and need to resubmit them for 
processing. How could you ensure that the application works as intended?

 3. Your developers have updated the forum application as per your previous 
comments. Your application is now growing, and you have been tasked with 
ensuring the application maintains scalability to millions of users. To assess the 
scalability, you have been given more information on the deployment. The web 
front end uses Apache2 HTTPS servers on Ubuntu Linux on EC2. The applica-
tion layer runs custom Python code on EC2 that connects to a DynamoDB 
table to store session data. The database layer is deployed on a Multi-AZ RDS 
MySQL cluster with two instances (primary and secondary). Assess the scal-
ability of this deployment and identify any potential bottlenecks.

 4. After you optimize the application, your clients report highly improved per-
formance. After receiving the latest AWS bill, the CFO has questions about 
additional cost of the application. While examining the cost report, you find 
that the application layer seems to still be deployed with a static number 
of servers like it was before the session state was offloaded. How can you 
further optimize the application to reduce the cost?

CramSaver

Scaling in the Cloud
This section covers the following official AWS Certified SysOps Administrator -  
Associate (SOA-C02) exam domains:

 ▶ Domain 2: Reliability and Business Continuity

 ▶ Domain 3: Deployment, Provisioning, and Automation 
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For any application to be made elastic and scalable, you need to consider the 
sum of the configurations of its components. Any weakness in any layer or 
service that the application depends on can cause the application scalability 
and elasticity to be reduced. Any reduction in scalability and elasticity can 
potentially introduce weaknesses in the high availability and resilience of your 
application. At the end of the day, any poorly scalable, rigid application with no 
guarantee of availability can have a tangible impact on the bottom line of any 
business.

The following factors need to be taken into account when designing a scalable 
and elastic application:

 ▶ Compute layer: The compute layer receives a request and responds to 
it. To make an application scalable and elastic, you need to consider how 
to scale the compute layer. Can you scale on a metric-defined amount of 
CPU, memory, and number of connections, or do you need to consider 
scaling at the smallest scale—per request? Also consider the best practice 
for keeping the compute layer disposable. There should never be any 
persistent data within the compute layer.

 ▶ Persistent layer: Where is the data being generated by the application 
stored? Is the storage layer decoupled from the instances? Is the same 
(synchronous) data available to all instances, or do you need to account for 
asynchronous platforms and eventual consistency? You should always ensure 
that the persistent layer is designed to be scalable and elastic and take into 
account any issues potentially caused by the replication configuration.

 1. Answer: Both the web and database layers are scalable. The application 
layer is limited in elasticity due to the persistence of the session data on 
the EC2 instances. Session data should be moved off the EC2 instances.

 2. Answer: The bulk image uploads seem to exceed the capacity of the ECS 
cluster. The application needs to be redesigned with a buffer for the image-
processing requests. Implementing a message queue service could offload the 
requests so that the back end can process them in a more predictable manner.

 3. Answer: The only issue to identify is with the database layer. A Multi-AZ 
RDS deployment is only vertically scalable with an upper limit of the maxi-
mum size of the RDS instance. The maximum size of the instance could 
potentially bottleneck the whole forum application.

 4. Answer: Find a good metric on which to scale the application layer and 
implement AWS Autoscaling. The application should shut down some 
of the instances when usage is low and power them on when traffic 
increases.

Answers
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 ▶ Decoupled components: Are you scaling the whole application as one, or 
is each component or layer of the application able to scale independently? 
You need to always ensure each layer or section of the application can scale 
separately to achieve maximum operational excellence and lowest cost.

 ▶ Asynchronous requests: Does the compute platform need to process 
every request as soon as possible within the same session, or can you 
schedule the request to process it at a later time? When requests are 
allowed to process for a longer amount of time (many seconds, perhaps 
even minutes or hours), you should always decouple the application with 
a queue service to handle any requests asynchronously—meaning at a 
later time. Using a queue can enable you to buffer the requests, ensuring 
you receive all the requests on the incoming portion of the application 
and handle the processing with predictable performance on the back end. 
A well-designed, asynchronously decoupled application should almost 
never respond with a 500-type HTTP (service issue) error.

Assessing your application from these points of view should give you a rough 
idea of the scalability and elasticity of the platform. When you have a good idea 
of the scalability/elasticity, also consider any specific metrics within the defined 
service-layer agreement (SLA) of the application. After both are defined, assess 
whether the application will meet the SLA in its current configuration. Make a 
note if you need to take action to improve the scalability/elasticity and continu-
ously reassess because both the application requirements and defined SLA of 
the application are likely to change over time.

After the application has been designed to meet the defined SLA of the appli-
cation, you can make use of the cloud metrics provided in the platform at no 
additional cost to implement automated scaling and meet the demand in several 
different ways. We discuss how to implement automation in the AWS Autoscal-
ing later in this section.

 

Remember, one of the crucial factors that enables scalability and elasticity is ensur-
ing your resources are disposable. That means any data is always written outside the 
processing layer. All databases, files, logs, and any kind of output the application gen-
erates should always be decoupled from the processing layer. In the exam, different 
services might be part of the proposed solution. When analyzing the proposed answer, 
always ensure the data being output by the application doesn’t stay on the EC2 
instance for a longer time and that the solution has the lowest cost. For example, one 
answer could propose that logs be sent to CloudWatch logs via the CloudWatch agent, 
whereas another answer might propose logs be written to S3 every hour. Although 
the second solution will probably be more cost-effective, you should consider the first 
solution if the defined SLA of the application requires that all logs need to be captured.

ExamAlert
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Horizontal vs. Vertical Scaling
The general consensus is that there are only two ways (with minor variance, 
depending on the service or platform) to scale a service or an application:

 ▶ Vertically, by adding more power (more CPU, memory, disk space, net-
work bandwidth) to an application instance

 ▶ Horizontally, by adding more instances to an application layer, thus 
increasing the power by a factor of the size of the instance added

A great benefit to vertical scaling is that it can be deployed in any circum-
stance, even without any application support. Because you are maintaining 
one unit and increasing its size, you can vertically scale to the maximum size 
of the unit in question. The maximum scaling size of an instance is defined 
by the maximum size that the service supports. For example, at the time of 
writing, the maximum instance size supported on EC2 (u-24tb1.metal) offers 
448 CPU cores and 24 TB (that’s 24,576 GB!) of memory, while the small-
est still-supported size (t2.nano) has only 1 CPU core and 0.5 GB of memory. 
Additionally, there are plenty of instance types and sizes to choose from, which 
means that you can horizontally scale an application the exact size you need at a 
certain moment in time. This same fact applies to other instance-based services 
such as EMR, RDS, and DocumentDB. Figure 4.1 illustrates vertical scaling of 
instances.

Vertical Scaling

EC2 instance
T2.micro

1 vCPU/1 GB memory

EC2 instance
M5.large

2 vCPUs/8 GB memory

FIGURE 4.1 Vertical scaling

However, when thinking about scalability, you have to consider the drawbacks 
of vertical scaling. We mentioned maximum size, but one other major draw-
back is what makes horizontal scaling impractical—a single instance. Because 
all of AWS essentially operates on EC2 as the underlying design, you can take 
EC2 as a great example of why a single instance is not the way to go. Each 
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instance you deploy is deployed on a hypervisor in a rack in a datacenter, and 
this datacenter can only ever be part of one availability zone. In Chapter 1, 
“Introduction to AWS,” we defined an availability zone as a fault isolation 
environment—meaning any failure, whether it is due to a power or network 
outage or even an earthquake or flood, is always isolated to one availability 
zone. Although a single instance is vertically scalable, it is by no means highly 
available, nor does the vertical scaling make the application very elastic, because 
every time you scale to a different instance type, you need to reboot the 
instance.

This is where horizontal scaling steps in. With horizontal scaling, you add more 
instances (scale-out) when traffic to your application increases and remove 
instances (scale-in) when traffic to your application is reduced. You still need to 
select the appropriate scaling step, which is, of course, defined by the instance 
size. When selecting the size of the instances in a scaling environment, always 
ensure that they can do the job and don’t waste resources. Figure 4.2 illustrates 
horizontal scaling.

Auto Scaling group

Minimum size

Minimum size

Desired capacity

Scale out as needed

FIGURE 4.2 Horizontal scaling

In the ideal case, the application is stateless, meaning it does not store any data 
in the compute layer. In this case, you can easily scale the number of instances 
instead of scaling one instance up or down. The major benefit is that you can 
scale across multiple availability zones, thus inherently achieving high avail-
ability as well as elasticity. This is why the best practice on AWS is to create 
stateless, disposable instances and decouple the processing from the data and 
the layers of the application from each other. However, a potential drawback 
of horizontal scaling is when the application does not support it. The reality is 
that you will sooner or later come upon a case where you need to support an 
“enterprise” application, being migrated from some virtualized infrastructure, 
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that simply does not support adding multiple instances to the mix. In this case 
you can still use the services within AWS to make the application highly avail-
able and recover it automatically in case of a failure. For such instances you can 
now utilize the AWS EC2 Auto Recovery service, for the instance types that 
support it, which automatically re-creates the instance in case of an underlying 
system impairment or failure.

Another potential issue that can prevent horizontal scalability is the requirement 
to store some data in a stateful manner. Thus far, we have said that you need to 
decouple the state of the application from the compute layer and store it in a 
back-end service—for example, a database or in-memory service. However, the 
scalability is ultimately limited by your ability to scale those back-end services 
that store the data. In the case of the Relational Database Service (RDS), you 
are always limited to one primary instance that handles all writes because both 
the data and metadata within a traditional database need to be consistent at all 
times. You can scale the primary instance vertically; however, there is a maxi-
mum limit the database service will support, as Figure 4.3 illustrates.

FIGURE 4.3 Database bottlenecking the application

You can also create a Multi-AZ deployment, which creates a secondary, syn-
chronous replica of the primary database in another availability zone; however, 
Multi-AZ does not make the application more scalable because the replica is 
inaccessible to any SQL operations and is provided for the sole purpose of high 
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availability. Another option is adding read replicas to the primary instance to 
offload read requests. We delve into more details on read replicas later in this 
chapter and discuss database high availability in Chapter 5.

 

If the exam question is ambiguous about scalability or elasticity, you should still 
consider these as an important requirement of the application. Unless specific 
wording indicates cost as the primary or only driver, always choose the answer with 
the solution that will scale and is designed with elastic best practices in mind.

ExamAlert

AWS Autoscaling
After you design all the instance layers to be scalable, you should take advan-
tage of the AWS Autoscaling service to automate the scale-in and scale-out 
operations for your application layers based on performance metrics—for 
example, EC2 CPU usage, network capacities, and other metrics captured in 
the CloudWatch service.

The AutoScaling service can scale the following AWS services:

 ▶ EC2: Add or remove instances from an EC2 AutoScaling group.

 ▶ EC2 Spot Fleets: Add or remove instances from a Spot Fleet request.

 ▶ ECS: Increase or decrease the number of containers in an ECS service.

 ▶ DynamoDB: Increase or decrease the provisioned read and write 
capacity.

 ▶ RDS Aurora: Add or remove Aurora read replicas from an Aurora DB 
cluster.

To create an autoscaling configuration on EC2, you need the following:

 ▶ EC2 Launch template: Specifies the instance type, AMI, key pair, block 
device mapping, and other features the instance should be created with.

 ▶ Scaling policy: Defines a trigger that specifies a metric ceiling (for scal-
ing out) and floor (for scaling in). Any breach of the floor or ceiling for a 
certain period of time triggers autoscaling.

 ▶ EC2 AutoScaling group: Defines scaling limits and the minimum, maxi-
mum, and desired numbers of instances. You need to provide a launch 
configuration and a scaling policy to apply during a scaling event.
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Dynamic Scaling
Traditionally, scaling policies have been designed with dynamic scaling in mind. 
For example, a common setup would include

 ▶ An AutoScaling group with a minimum of 1 and a maximum of 10 
instances

 ▶ A CPU % ceiling of 70 percent for scale-out

 ▶ A CPU % floor of 30 percent for scale-in

 ▶ A breach duration of 10 minutes

 ▶ A scaling definition of +/− 33 percent capacity on each scaling event

The application is now designed to operate at a particular scale between 30 and 
70 percent aggregate CPU usage of the AutoScaling group. After the ceiling is 
breached for 10 minutes, the Autoscaling service adds a third more instances 
to the AutoScaling group. If you are running one instance, it adds another 
because it needs to meet 33 percent or more of the capacity. If you are running 
two instances, it also adds one more; however, at three instances, it needs to 
add two more instances to meet the rules set out in the scaling policy. When 
the application aggregate CPU usage falls below 30 percent for 10 minutes, the 
AutoScaling group is reduced by 33 percent, and the appropriate number of 
instances is removed each time the floor threshold is breached. Figure 4.4 illus-
trates dynamic scaling.

Without dynamic scaling

9am 11am 1pm 3pm 5pm

With dynamic scaling

9am 11am 1pm 3pm 5pm

Utilization Capacity

FIGURE 4.4 Dynamic scaling

Manual and Scheduled Scaling
The AutoScaling configuration also has a desired instance count. This feature 
enables you to scale manually and override the configuration as per the scal-
ing policy. You can set the desired count to any size at any time and resize the 
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AutoScaling group accordingly. This capability is useful if you have knowl-
edge of an upcoming event that will result in an increase of traffic to your site. 
You can prepare your environment to meet the demand in a much better way 
because you can increase the AutoScaling group preemptively in anticipation of 
the traffic.

You can also set up a schedule to scale if you have a very predictable applica-
tion. Perhaps it is a service being used only from 9 a.m. to 5 p.m. each day. You 
simply set the scale-out to happen at 8 a.m. in anticipation of the application 
being used and then set a scale-in scheduled action at 6 p.m. after the applica-
tion is not being used anymore. This way you can easily reduce the cost of 
operating intermittently used applications by over 50 percent. Figure 4.5  
illustrates scheduled scaling.

FIGURE 4.5 Scheduled scaling

Predictive Scaling
Another AutoScaling feature is predictive scaling, which uses machine learning 
to learn the scaling pattern of your application based on the minimum amount 
of historical data. The machine learning component then predicts the scaling 
after reviewing CW data from the previous 14 days to account for daily and 
weekly spikes as it learns the patterns on a longer time scale. Figure 4.6 illus-
trates predictive scaling.

9780137509584_print.indb   64 21/03/22   10:24 PM



CramQuizScaling in the Cloud

Analyze historical load Generate forecast Schedule scaling actions

4/1 4/15 4/30 4/1 4/15 4/30 4/1 4/15 4/30

Load Capacity

FIGURE 4.6 Predictive scaling

Cram Quiz
Answer these questions. The answers follow the last question. If you cannot answer 
these questions correctly, consider reading this section again until you can.

 1. Which of the following are not characteristics of a scalable/elastic application?

mm A. Synchronous request handling in the compute layer

mm B. Session persistence in an external database

mm C. Session persistence in the compute layer

mm D. Asynchronous request offloading to a message queue

 2. Which of the following are required to enable the application to scale automati-
cally with AWS AutoScaling? (Choose three.)

mm A. EC2 Launch Configuration

mm B. Scaling Policy

mm C. EC2 User Data

mm D. DynamoDB

mm  E. CloudWatch Alarm

mm  F. AutoScaling Group

 3. True or False: After you assess that your application is fully scalable and elastic, 
you only need to maintain the application as is in the cloud.

 4. True or False: AutoScaling supports only dynamic, scheduled, and predictive 
scaling.
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Cram Quiz Answers
 1. Answer: C is correct. The compute layer should be made stateless. Any persis-

tence in the compute layer hinders scalability and elasticity and potentially causes 
disruption in the application operation. If an instance in a cluster is lost, all the 
sessions on the instances are lost with it, meaning all the users connected to 
that particular instance have to log in and start working with the application from 
scratch.

 2. Answer: A, B, and F are correct. To create an autoscaling configuration on EC2, 
you need an EC2 Launch Configuration that defines how to configure the EC2 
instances that are launched; a scaling policy that determines the scaling thresh-
olds; and an autoscaling group that determines the minimum, maximum, and 
desired numbers of instances.

 3. Answer: False. The application should periodically be reassessed for scalability 
and elasticity because both the application requirements and the SLA might have 
changed.

 4. Answer: False. Autoscaling also supports manual scaling by setting the desired 
number of instances in the autoscaling group.
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Caching
This section covers the following official AWS Certified SysOps Administrator -  
Associate (SOA-C02) exam domains:

 ▶ Domain 2: Reliability and Business Continuity

 ▶ Domain 5: Networking and Content Delivery

If you can correctly answer these questions before going through this section, 
save time by skimming the Exam Alerts in this section and then completing the 
Cram Quiz at the end of the section.

 1. You have implemented autoscaling on both the web and app tier of your 
three-tier application, but in times of high read requests, the application 
seems to be performing slowly or even times out. What could you do to 
make the application more responsive?

 2. You have been tasked with deploying a reliable caching solution that can 
handle multiple different data types and deliver microsecond to millisecond 
response performance. Which AWS service would you recommend?

 3. True or False: To deliver static content to the user in the fastest possible 
manner, use a web server with lots of memory and utilize server-side 
caching.

Answers

 1. Answer: Implement the read cache to offload the database that seems to 
be bottlenecking the read requests.

 2. Answer: ElastiCache Redis would support all the required features.

 3. Answer: False. Static content should be delivered via a content delivery 
network (CDN). In AWS, you can use CloudFront to deliver static content 
through more than 200 geographically distributed locations across the globe.

CramSaver

Now that you have seen how to create an application that is highly scalable 
and elastic, you need to also consider the scaling impact on the persistent layer. 
As mentioned in the previous section, you need to consider the scalability of 
the persistent layer and include it in the overall assessment of the elasticity 
of the application. It serves no purpose to make an application highly elastic 
when the database back end is rigid and introduces a bottleneck for the whole 
application.
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This is where caching comes in as a good way to ensure the data in the applica-
tion is accessible in the fastest manner possible. When delivering an application 
from the cloud, you can use several different caching strategies to deliver and 
reuse frequently used data and offload the need to request the same data over 
and over again.

A simple analogy to caching is your refrigerator. It takes a minute for you to 
walk to the fridge (the cache) and grab some milk (cache hit). However, when 
there is no milk (cache miss) in the fridge, you need to go to the store (the 
origin), grab a few cartons, and take them home to put them in the fridge. 
The journey to the store and back is many times longer, so it makes sense to 
buy items that you frequently use and put them in the fridge. The fridge does 
have a limited capacity, just like cache usually does, and you will typically find a 
much greater variety of items at the store.

Types of Caching
There are several different types of caching that you can use in your application.

Client-Side Caching
When a client requests the contents of the application from a server, you 
should ensure that components that are static or change infrequently are reused 
with client-side caching. Modern browsers have this capability built in, and you 
can use it by specifying cache control headers within your web server or the 
service that delivers the content, such as S3.

Edge Caching
When content is delivered frequently to multiple users, you can employ edge 
caching or what is more commonly referred to as a content delivery network. 
In AWS, you can use the Amazon CloudFront service to deliver frequently used 
content in a highly efficient manner to millions of users around the globe while at 
the same time offloading multiple same requests off the application or back end.

Server-Side Caching
When a feature, a module, or certain content stored within the web service 
is requested frequently, you typically use server-side caching to reduce the 
need for the server to look for the feature on disk. The first time the feature is 
requested and the response assembled, the server caches the response in mem-
ory so it can be delivered with much lower latency than if it were read from 
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disk and reassembled each time. There is a limitation to the amount of memory 
the server has, and of course, server-side caching is traditionally limited to each 
instance. However, in AWS, you can use the ElastiCache service to provide a 
shared, network-attached, in-memory datastore that can fulfill the needs of 
caching any kind of content you would usually cache in memory.

Database Caching
The last layer of caching is database caching. This approach lets you cache 
database contents or database responses into a caching service. There are two 
approaches to database caching:

 ▶ In-line caching: This approach utilizes a service that manages the reads 
and writes to and from the database.

 ▶ Side-loaded caching: This approach is performed by an application that 
is aware of the cache and database as two distinct entities. All reads and 
writes to and from the cache and the database are managed within the 
application because both the cache and database are two distinct entities.

An example of an in-line caching solution is the DynamoDB Accelerator 
(DAX) service. With DAX, you can simply address all reads and writes to the 
DAX cluster, which is connected to the DynamoDB table in the back end. DAX 
automatically forwards any writes to DynamoDB, and all reads deliver the data 
straight from the cache in case of a cache hit or forward the read request to the 
DynamoDB back end transparently. Any responses and items received from 
DynamoDB are thus cached in the response or item cache. In this case the 
application is not required to be aware of the cache because all in-line cache 
operations are identical to the operations performed against the table itself. 
Figure 4.7 illustrates DAX in-line caching.

Query Cache

Item Cache

DAX

Your
Application

DAX Client

Amazon
DynamoDB

FIGURE 4.7 DAX in-line caching
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An example of a sideloaded caching solution is ElastiCache. First, you set 
up the caching cluster with ElastiCache and a database. The database can be 
DynamoDB, RDS, or any other database because ElastiCache is not a purpose-
built solution like DAX. Second, you have to configure the application to look 
for any content in the cache first. If the cache contains the content, you get a 
cache hit, and the content is returned to the application with very low latency. 
If you get a cache miss because the content is not present in the cache, the 
application needs to look for the content in the database, read it, and also per-
form a write to the cache so that any subsequent reads are all cache hits.

There are two traditional approaches to implement sideloaded caching:

 ▶ Lazy loading: Data is always written only to the database. When data is 
requested, it is read from the database and cached. Every subsequent read 
of the data is read from the cache until the item expires. This is a lean 
approach, ensuring only frequently read data is in the cache. However, 
every first read inherently suffers from a cache miss. You can also warm 
up the cache by issuing the reads you expect to be frequent. Figure 4.8 
illustrates lazy loading.

Database

Amazon
ElastiCache Application

Cache Hit

Cache Miss

FIGURE 4.8 Lazy loading

 ▶ Write through: Data is always written to both the database and the 
cache. This avoids cache misses; however, this approach is highly inten-
sive on the cache. Figure 4.9 illustrates write-through caching.
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Database

Amazon
ElastiCache

Application

data add / data update

data add / data update

FIGURE 4.9 Write-through caching

Because the application controls the caching, you can implement some items to 
be lazy loaded but others to be written through. The approaches are in no way 
mutually exclusive, and you can write the application to perform caching based 
on the types of data being stored in the database and how frequently those 
items are expected to be requested.

 

When choosing a caching strategy, always consider the rate of data change and 
choose the correct time-to-live (TTL) of the data in the cache, to match the rate of 
change of the data. Data on an e-commerce site such as item descriptions, reviews, 
and images are unlikely to change frequently, but data such as item stock and price 
might not be suitable for caching at all. Always keep this in mind when selecting an 
answer on the exam.

ExamAlert

ElastiCache
ElastiCache is a managed service that can deploy clusters of in-memory data 
stores. They can be used to perform server-side and database caching.

A typical use case is database offloading with an application-managed side-
loaded cache, as described in the previous section. Most applications that work 
with a database have a high read-to-write ratio—somewhere in the range of 
80–90 percent reads to 10–20 percent writes. This means that offloading the 
reads from the database could save as much as 60–80 percent of the load on 
the database. For example, if the read-to-write ratio is 90–10 percent, each 
write (10 percent resources) requires a subsequent read (at least 10 percent 
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resources), and if the rest of the reads are cached, up to 80 percent of the read 
load can be offloaded to the cache.

An additional benefit of caching with ElastiCache is that the two engines used, 
Memcached and Redis, are both in-memory datastores. In comparison with 
databases where response latencies are measured in milliseconds to seconds, 
the response times from in-memory databases are measured in microseconds 
to milliseconds. That can mean that any cached data can be delivered 10, 100, 
or potentially even 1000 times faster than it would be if the request were read 
from the database. Figure 4.10 contrasts latency of Redis versus S3.
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FIGURE 4.10 Redis vs. S3 GET latencies

Memcached
One of the engines supported by ElastiCache is Memcached, a high-
performance, distributed, in-memory key-value store. The service has a simple 
operational principle in which one key can have one or many nested values. All 
the data is served out of memory; thus, there is no indexing or data organiza-
tion in the platform. When using Memcached, you can design either a single 
instance cache or a multi-instance cache where data is distributed into parti-
tions. These partitions can be discovered by addressing the service and request-
ing a partition map. There is no resilience or high availability within the cluster 
because there is no replication of partitions.
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Memcached is a great solution for offloading frequent identical database 
responses. Another use for Memcached is as a shared session store for mul-
tiple web instances. However, the lack of resilience within the Memcached 
design means that any failure of a node requires the application to rebuild 
the node from persistent database data or for the sessions with the users to be 
re-established. The benefit of Memcached is that it is linearly read and write 
scalable because all you need to do is add nodes to the cluster and remap the 
partitions.

Redis
The other engine supported by ElastiCache is Redis, a fully-fledged in-memory 
database. Redis supports much more complex datasets such as tables, lists, 
hashes, and geospatial data. Redis also has a built-in push messaging feature 
that can be used for high-performance messaging between services and chat. 
Redis also has three operational modes that give you advanced resilience, scal-
ability, and elasticity:

 ▶ Single node: A single Redis node, not replicated, nonscalable, and non-
resilient. It can be deployed only in a single availability zone; however, it 
does support backup and restore.

 ▶ Multinode, cluster mode disabled: A primary read-write instance with 
up to five read replicas. The read replicas are near synchronous and offer 
resilience and read offloading for scalability. Multinode clusters with clus-
ter mode disabled can also be deployed in one or more availability zones.

 ▶ Multinode, cluster mode enabled: One or more shards of multinode 
deployments, each with one primary and up to five read replicas. By 
enabling cluster mode, you retain the resilience and scalability but also 
add elasticity because you can always reshard the cluster and horizontally 
add more write capacity. Cluster mode always requires the database nodes 
to be deployed across multiple availability zones. However, sharding 
means that multiple primary nodes are responsible for multiple sets of 
data. Just like with database sharding, this increases write performance in 
ideal circumstances, but it is not always guaranteed and can add additional 
complexity to an already-complex solution. Figure 4.11 illustrates Redis 
multinode cluster mode, both disabled and enabled.
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FIGURE 4.11 Redis multinode, cluster mode disabled vs. enabled

The features of Redis give you much more than just a caching service. Many 
businesses out there use ElastiCache Redis as a fully functional in-memory 
database because the solution is highly resilient, scalable, elastic, and can even 
be backed up and restored, just like a traditional database.

 

If an exam question indicates the database is overloaded with reads, caching should 
be the main strategy to enable scalability of reads. The benefit of caching is that the 
data in the cache, when configured correctly, is highly likely to be current and syn-
chronous with the database. However, always be careful when scaling the caching 
cluster because too many caching instances can add additional unnecessary cost to 
the application.

ExamAlert

Amazon CloudFront
Now that the database and server-side caching are sorted, you need to focus on 
edge caching. CloudFront is a global content delivery network that can offload 
static content from the data origin and deliver any cached content from a loca-
tion that is geographically much closer to the user. This reduces the response 
latency and makes the application feel as if it were deployed locally, no matter 
which region or which physical location on the globe the origin resides in.

CloudFront also can terminate all types of HTTP and HTTPS connections at 
the edge, thus offloading the load to servers or services. CloudFront also works 
in combination with the Amazon Certificate Manager (ACM) service, which 

9780137509584_print.indb   74 21/03/22   10:24 PM



Caching
75

can issue free HTTPS certificates for your domain that are also automatically 
renewed and replaced each year.

CloudFront enables you to configure it to accept and terminate the following 
groups of HTTP methods:

 ▶ GET and HEAD: Enables standard caching for documents and headers. 
Useful for static websites.

 ▶ GET, HEAD, and OPTIONS: Enables you to cache OPTIONS 
responses from an origin server.

 ▶ GET, HEAD, OPTIONS, PUT, PATCH, POST, and DELETE: Ter-
minates all HTTP(S) sessions at the CloudFront Edge Location and can 
increase the performance of both the read and write requests.

One of the better features is the ability to rewrite the caching settings for both 
the cache held within the CloudFront CDN as well as the client-side caching 
headers defined within servers. This means that you can customize the time-
to-live of both the edge and client-side cache. CloudFront distributions can be 
configured with the following options for setting TTL:

 ▶ Min TTL: Required setting when all HTTP headers are forwarded from 
the origin server. It defines the minimum cache TTL and also determines 
the shortest interval for CloudFront to refresh the data from the origin.

 ▶ Max TTL: Optional setting. It defines the longest possible cache TTL. It 
is used to override any cache-control headers defined at the origin server.

 ▶ Default TTL: Optional setting. It allows you to define cache behavior 
for any content where no TTL is defined at the origin server.

CloudFront Security
CloudFront is also inherently secure against distributed denial-of-service 
(DDoS) attacks because the content is distributed to more than 200 locations 
around the globe. An attacker would need to have a massive, globally distrib-
uted botnet to be able to attack your application. On top of the benefit of 
the distributed architecture, CloudFront is also resilient to L3 and L4 DDoS 
attacks with the use of AWS Shield Standard service. Any CloudFront distribu-
tion can also be upgraded to Shield Advanced, a subscription-based service that 
provides a detailed overview of the state of any DDoS attacks as well as a dedi-
cated 24/7 response team, which can help with custom DDoS mitigation at any 
OSI layer.
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CloudFront also supports integration with the AWS Web Application Firewall 
(WAF) service that can filter any attempts at web address manipulations, SQL 
injections, CSS attacks, and common web server vulnerabilities as well as filter 
traffic based on IP, geography patterns, regular expressions, and methods.

CloudFront also enables you to limit access to content by

 ▶ Restricting access to your application content with signed URLs or 
cookies

 ▶ Restricting access to content based on geolocation

 ▶ Restricting access to S3 buckets using Origin Access Identity (OAI)
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Cram Quiz
Answer these questions. The answers follow the last question. If you cannot answer 
these questions correctly, consider reading this section again until you can.

 1. Which AWS service enables you to easily deploy a horizontally scalable in-
memory caching cluster?

mm A. ElastiCache Memcached

mm B. ElastiCache Redis, Cluster mode enabled

mm C. ElastiCache Redis, Cluster mode disabled

mm D. CloudFront

 2. You have configured a CloudFront distribution to cache static content from an 
Apache2 web server. The content on the web server is refreshed every 15 minutes 
when the application is updated. However, the users are complaining that they 
seem to see updates only every 2 hours or so. What is most likely the problem, 
and how would you resolve this issue?

mm A.  CloudFront TTL is too long. Set the Min TTL to 15 minutes. This will 
ensure the content is refreshed every 15 minutes.

mm B.  Origin TTL is too long. Set the Max TTL to 15 minutes. This will ensure 
the content is refreshed every 15 minutes.

mm C.  Origin TTL does not exist. Set the Default TTL to 15 minutes. This will 
ensure the content is refreshed every 15 minutes.

mm D.  CloudFront TTL does not exist. Set the TTL to enabled and Default 
TTL to 15 minutes. This will ensure the content is refreshed every 15 
minutes.

Cram Quiz Answers
 1. Answer: B is correct. ElastiCache Memcached is a high-performance, distributed, 

in-memory key-value store that can scale horizontally.

 2. Answer: B is correct. Max TTL defines the longest possible cache TTL and is used 
to override any cache-control headers defined at the origin server that are likely to 
be misconfigured.
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Read Replicas
This section covers the following official AWS Certified SysOps Administrator -  
Associate (SOA-C02) exam domain:

 ▶ Domain 2: Reliability and Business Continuity

If you can correctly answer these questions before going through this section, 
save time by skimming the Exam Alerts in this section and then completing the 
Cram Quiz at the end of the section.

 1. Your three-tier application has been connected to a business intelligence 
(BI) forecasting platform. While the forecasts are improving business 
practices, the users of your application are reporting the performance has 
decreased. The web and app tier are scaling appropriately, and the cach-
ing cluster is at about 40 percent capacity. What could be the cause of the 
slowdown seen by the users, and how could you resolve it?

 2. True or False: Aurora natively supports both MySQL and PostgreSQL.

Answers

 1. Answer: The BI platform has introduced additional load on the database. 
Because the BI forecasting requires access to most or all of the dataset, 
the cache cannot be used to offload the required reads. To mitigate, 
implement a database read replica.

 2. Answer: True. The two engines are fully supported at the time of writing. 
Other database engines might be supported in the future.

CramSaver

There are five general approaches to scaling database performance:

 ▶ Vertical scaling: You can add more CPU and RAM to the primary 
instance.

 ▶ Horizontal scaling: You can add more instances to a database cluster 
to increase the available CPU and RAM, but this approach is not always 
supported.
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 ▶ Sharding: When horizontal scaling is not supported, you can distrib-
ute the dataset across multiple primary database engines, thus achieving 
higher write performance.

 ▶ Caching: You can add a caching cluster to offload reads, which can be 
expensive.

 ▶ Read replicas: You can add read replicas to offload read traffic, possibly 
asynchronous.

Read replicas can potentially offer the same benefit of read offloading that 
caching can have for your application. One big benefit of read replicas is that 
the whole database is replicated to the read replica, not just frequently read 
items. This means that read replicas can be used where the reads are frequently 
distributed across the majority of the data in the database. As you can imagine, 
this would be very expensive and resource intensive to achieve in the cache. You 
would need to provision enough in-memory capacity (potentially terabytes), 
read the entire database, and write the data into the cache before you could 
perform any complex operation on the data in the cache. Sometimes complex 
operations can’t even be performed on the caching server; for example, joins of 
multiple tables for analytics, business intelligence, or data mining purposes are 
just not possible within the cache.

This is where read replicas excel. You can introduce read replicas in most 
instance-based AWS database services, including RDS, Aurora, DocumentDB, 
and Neptune.

In the RDS service, up to five read replicas can be deployed in any MySQL, 
MariaDB, PostgreSQL, or Oracle database. Because the data resides on the 
volume attached to the instance, built-in database replication tools are used to 
replicate the data across the network to the read replica. This means that read 
replicas introduce additional load on the primary instance and that the replica-
tion is always asynchronous with a potential lag of a few seconds to potentially 
a few minutes in extreme cases. Figure 4.12 illustrates RDS read replicas.
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FIGURE 4.12 RDS read replicas

The replica can be placed in any availability zone in the same region as the pri-
mary database or can be deployed in a cross-region deployment. A read replica 
can also be promoted to a primary instance, which means that establishing a 
read replica can be an easy way to clone a database. After the replica is pro-
moted to primary only, a sync of all the missing data is required.

 

Traditional RDS database read replicas are a very cost-efficient way to provide data 
for small (terabyte)-scale analytics and should be selected as a preferred option 
when the entire dataset needs to be read offloaded. Always evaluate whether the 
question requires you to offload a certain portion of the data (with caching) or the 
entire dataset is required (with read replicas).

ExamAlert
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Other AWS database services employ a decoupled compute–datastore 
approach. For example, the AWS Aurora service stores all the data on a cluster 
volume that is replicated to six copies across (at least) three availability  
zones. The primary instance has read and write access. All writes are sent as 
changelogs directly to the six nodes of the storage volume, and the commit to 
the database page is done at the storage cluster. This means that the replica-
tion is near synchronous with potentially no more than a few milliseconds of 
replication lag due to the network distance between the cluster volume nodes 
in other availability zones and several hundred milliseconds if the replication 
is done across regions. Additionally, Aurora supports up to 15 read replicas 
per region and can be deployed to multiple regions with an additional 16 read 
replicas in other regions. All of the read replicas read from the same cluster 
volume, meaning they can deliver near synchronous data for each read request. 
The read replicas can also be seamlessly scaled because there is no requirement 
to replicate the data on to the replica. When a replica is started, it is simply 
connected to the cluster volume. This allows the cluster to avoid initial replica-
tion lags that you would see in traditional databases. This feature can be used 
both for elasticity and vertical as well as horizontal scaling of the cluster.  
Figure 4.13 illustrates an Aurora cluster design.

Amazon Aurora DB Cluster

Cluster Volume

Writes

Writes

Availability Zone a

Data Copies

M

R
ea

ds

W
rites

Primary
Instance

Availability Zone b

Data Copies

R

R
ea

ds

Aurora
Replica

R
ea

ds

R
ea

ds
Availability Zone c

Data Copies

R R
Aurora

Replicas

FIGURE 4.13 Aurora cluster design

A similar approach to decoupling the storage volume and the database nodes is 
used in DocumentDB, Neptune, and so on.
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On top of this capability, Aurora can forward some read-heavy analytical opera-
tions to the cluster volume nodes and offload the primary from having to 
perform the reads for any JOIN, GROUP BY, UNION, and such operations 
across approximately a million or more rows. This capability extends the light-
weight analytics capabilities of RDS read replicas to deliver much more power 
to your analytics queries.

Aurora natively supports MySQL and PostgreSQL databases and is slightly 
more expensive than RDS MySQL and RDS PostgreSQL.

 

When an exam question indicates that high performance at high scale is required for 
MySQL or PostgreSQL, always evaluate whether the answer includes Aurora as an 
option. We recommend you select RDS MySQL or RDS PostgreSQL only if any cost 
considerations are explicitly stated in the question. Also, consider reducing the num-
ber of read replicas by powering them off or terminating them if they are not in use.

ExamAlert

Cram Quiz
Answer these questions. The answers follow the last question. If you cannot answer 
these questions correctly, consider reading this section again until you can.

 1. You have been instructed to eliminate any inefficiencies in the following 
deployment:

  Web tier: EC2 autoscaling group scaling on CPU usage, 30% floor, 70% ceiling, 
minimum 1, maximum 10.

  App tier: EC2 autoscaling group scaling on CPU usage, 20% floor, 80% ceiling, 
minimum 1, maximum 6.

  Cache tier: 1 ElastiCache Memcached cluster with 2 partitions

  Database tier: Multi-AZ MySQL RDS with 3 read replicas

  Which of the following would allow you to cost optimize the cluster? (Choose all 
that apply.)

mm A. Evaluate whether all RDS read replicas are required.

mm B. Evaluate the maximum on the App and Web EC2 autoscaling groups.

mm C. Evaluate the partition configuration of the ElastiCache cluster.

mm D.  Evaluate the network performance if the app tier matches the network 
performance of the database tier.
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 2. You have been asked to propose a solution to scale the read portion of an appli-
cation database back end in the most cost-effective manner possible. Your appli-
cation runs Linux LAMP stack with a 30 GB MySQL RDS Multi-AZ back end. The 
read-heavy operations are very predictable and occur during a particularly heavy 
four-hour operation each week and require the whole dataset. Which option would 
you recommend?

mm A.  Replace the RDS MySQL with Aurora MySQL and let Aurora add read 
replicas automatically as needed.

mm B.  Point the read-heavy operation at the RDS Multi-AZ replica in the other 
availability zone.

mm C.  Deploy a read replica in RDS. Point the application at the RDS read 
replica. Terminate the read replica after the read-heavy operation is 
complete. Repeat the process with a script next week.

mm D.  Deploy a read replica in RDS. Point the application at the RDS read 
replica. Create a script that powers off the read replica after the read-
heavy operation is complete and powers it on before the next opera-
tion with enough time to synchronize the changes.

Cram Quiz Answers
 1. Answer: A and C are correct. You should always evaluate whether the read repli-

cas and caching clusters you deployed are required and properly scaled.

 2. Answer: C is correct. Although A and D are possible solutions, deploying a read 
replica on a weekly basis would be the most cost-effective way to achieve this 
goal because the operation is sparse in nature and lasts for only four hours. 
Deploying a read replica is performed from a snapshot and can be just as fast 
or even faster than replicating a week’s worth of data to the powered-off replica. 
Although the charges of powered-off instances are reduced, they are not zero. 
Remember also that you can stop a DB instance for up to seven days. If you don’t 
manually start your DB instance after seven days, your DB instance is automati-
cally started so that it doesn’t fall behind any required maintenance updates. B is 
impossible because a Multi-AZ replica is not accessible for any SQL operations.

What Next?
If you want more practice on this chapter’s exam objectives before you move 
on, remember that you can access all of the Cram Quiz questions on the Pear-
son Test Prep software online. You can also create a custom exam by objective 
with the Online Practice Test. Note any objective you struggle with and go to 
that objective’s material in this chapter.
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AWS, 11
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ELB access logs, 245–246
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IAM, 19
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AWS credentials, 157
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roles, 158–159
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ACM (AWS Certificate Manager), 177–178

actions, IAM policies, 160
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monitoring, 275

alarms

billing alarms, 267
CloudWatch, 33
performance monitoring, 275

ALB (Application Load Balancing), 95

alerting, 27

alias records, 220

allocation tags, cost, 260–262

Amazon Inspector, 19, 180–181

AMI (Amazon Machine Image),  
provisioning, 129
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performance monitoring, 275
services, 21

API Gateway, 21
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elasticity, 58

building, 140
canary releases, 141
LTS, 141
stable builds, 140–141

database bottlenecking, 61

decoupled components, scalability/
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blue/green deployments, 139–140
development environments, 139
DR, 140
OpsWorks, 145–146
production environments, 139
QA environments, 139
staging environments, 139

end-user applications services, 19
lifecycle management

deprecations (end of life), 144
migrations, 143–144
roadmaps, 142–143
upgrades, 143–144
versioning, 143

patches, 147
cloud components, 150
hot fixes, 148
scheduled updates, 148
security patches, 147–148
signature updates, 148
virtual patches, 148

persistent layer, scalability/elasticity, 57
scalability/elasticity, compute layer, 57
services, 21
SLA, scalability/elasticity, 58
software vs, 151
troubleshooting/remediation, 44
upgrades

active-passive upgrades, 142
rolling upgrades, 142

uptime, defining, 87
assuming roles from unknown  

locations, troubleshooting/ 
remediation, 45

asymmetric encryption, 173

asynchronous requests, scalability/ 
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AutoScaling, 62

dynamic scaling, 63
manual scaling, 63–64
predictive scaling, 64–65
scheduled scaling, 64
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ALB, 95
Aurora, 105–106
availability zones, 88–89
cross-region replication, 89
databases, 103–104
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ELB, 94–97
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multi-A high availability, 89
multiregion high availability, 89
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percentage chart, 86–87
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public subnets, 91–92
subnet ranges, 90–91

availability zones, 9, 88–89

AWS (Amazon Web Services). See also 
cloud computing
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benefits of, 13–15
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configuring, 127–128
installing, 127
provisioning, 127–128

subcommands, 128
compute services, 18
datacenters, 9
development of, 8–9
edge locations, 10–11
foundation services, 17–19
global architecture, 9–11
management and deployment services, 
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Management Console, 126
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Network Firewall, 197–198
network services, 17
OpsWorks, 22, 145–146
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platform services, 20–22
RAM, provisioning, 134–135
regions, 10
SageMaker, 22
SDK, 126
Secrets Manager, 178–179
security and identity services, 19
Security Hub, 181
Shield, 214–215
Site-to-Site VGW, 17
Snow Family, 18
Storage Gateway, 18
storage services, 18
Systems Manager, 22

automation, 49–50
Explorer, 134
Incident Manager, 134
OpsCenter, 134
provisioning, 133–134

Trusted Advisor, 168
VPN management, 206–207, 257
WAF, 19, 212–213, 248–249
Well-Architected Framework, 272–273
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Performance Efficiency pillar, 
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cross-region replication, 123
S3 sync, 120–121

snapshots, 112–113
stateful services, 111
strategies

comparing, 116–117
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restore strategy, 116
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pilot light backup/restore strategy, 
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warm standby backup/restore  

strategy, 116
versioning, 121–122

benefits of AWS, 13–15

billing alarms, 267

blue/green deployments, 139–140

bottlenecking applications, 61
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bug fixes, 149

building applications, 140
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in-line caching, 69–70
server-side caching, 68–69
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CSR, 177
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internal data, 174
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restricted data, 174

CLI (Command-Line Interface)

configuring, 127–128
installing, 127
provisioning, 127–128
subcommands, 128

client-side caching, 68

cloud computing. See also AWS

backups, 110–111
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EC2, 18
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Logs Insights, 34
metrics, 32–33
namespaces, 31–32
percentiles, 33

clusters, placement groups, 278
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